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Computer Vision
Computer Science Tripos Part II

Dr Christopher Town

Dr Chris Town

Vision as Going beyond the data

Vision as inference
- Incorporating Prior Knowledge
- Knowledge-based approaches risk being brittle 
or underspecified: 

SYMBOL GROUNDING PROBLEM 
and 
FRAME PROBLEM
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Vision as Going beyond the data

Intractable problems can be made tractable using priors 
such as "objects cannot just disappear, they more likely 
occlude each other" or "head like objects are usually 
found on top of body like objects”.

Bayesian priors provide one means to do this, since the 
learning (or specification) of metaphysical principles 
(truths about the nature of the world) can steer the 
integration of evidence appropriately, making an 
intractable problem soluble.
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The multiple personalities of a blob
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The multiple personalities of a blob
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Probabilities: Review
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Probabilities: Review
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Iterative integration of new evidence: posteriors become new 
priors
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Examples of useful priors in vision:

• Some objects and events are far more likely than others

• Matter cannot just disappear, but does routinely become 
occluded

• Objects rarely change their surface colour

• Uniform texturing on a complex surface shape is more 
likely than highly non-uniform texturing on a simple shape

• Rigid rotation in three dimensions is a ``better 
explanation" for deforming boundaries than actual 
boundary deformations in the object itself
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Some classification tasks don’t have useable priors, e.g. iris 
recognition

-> Need to decide which class a feature vector  is more likely 
to belong to, even if we don't have any useful priors about 
the relative likelihoods of the possible object classes or 
interpretations.
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Some errors may be inevitable: the shaded area 
is called the Bayes risk

Bayes Risk

Probability density functions (area under each curve sums to 1)

Slide credit: David Lowe
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Each point on the ROC
curve represents a 
particular decision 
strategy.
It plots the relationship 
between the resulting 
Hit Rate and False 
Alarm Rate.
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Generating ROC (or DET) curves requires moving the decision threshold, from 
conservative to liberal, to see the trade-off between False Reject Rate and False 

Positive Rate.

The slope of the ROC curve is the likelihood ratio:  ratio of the two density 
distributions at a given decision threshold criterion. 
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Decidability
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Application: Skin Colour Histograms

• Skin has a very small range of (intensity independent) 
colours, and little texture
– Compute colour measure, check if colour is in this range, check if 

there is little texture (median filter)
– Get class conditional densities (histograms), priors from data 

(counting)

• Classifier is

Slide credit: David Lowe
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Skin Colour Models

Skin chrominance points Smoothed, [0,1]-normalized

courtesy 
of G. Loy

Slide credit: David Lowe Dr Chris Town

Skin Colour Classification

courtesy
of G. Loy

Slide credit: David Lowe
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Figure from “Statistical color models with application to skin 
detection,” M.J. Jones and J. Rehg, Proc. Computer Vision and 
Pattern Recognition, 1999 copyright 1999, IEEE

Results

Slide credit: David Lowe Dr Chris Town

Figure from “Statistical color models with application to skin 
detection,” M.J. Jones and J. Rehg, Proc. Computer Vision and 
Pattern Recognition, 1999 copyright 1999, IEEE

ROC Curves
(Receiver operating 
characteristics)

Plots trade-off 
between false 
positives and false 
negatives for different 
values of a threshold

Slide credit: David Lowe
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If the decision boundary that we choose is as indicated by the 
vertical line above, then the total error is equal to the total shaded 
area.  Let R1 and R2 be the regions of x on either side of our decision 
boundary.  Then the total probability of error is:
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Classification

• Assign input vector to one of two or more classes
• Any decision rule divides input space into decision regions

separated by decision boundaries

Slide credit: Svetlana Lazebnik
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Nearest Neighbour Classifier

• Assign label of nearest training data point to each test data point.

Voronoi partitioning of feature space 
for 2-category 2-D and 3-D data

Slide credit: David Lowe Dr Chris Town

K-Nearest Neighbours

• For a new point, find the k closest points from training data
• Labels of the k points “vote” to classify
• Works well provided there is lots of data and the distance 

function is good

Slide credit: David Lowe
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The Naïve Bayes Model

• Assume that each feature is conditionally independent given the 
class
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Slide credit: Li Fei-Fei Dr Chris Town
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The Naïve Bayes Model

• Assume that each feature is conditionally independent given the 
class

Prior prob. of 
the object classes

Likelihood of i-th feature
given the class

Csurka et al. 2004

MAP
decision

Estimated by empirical
frequencies of features

in images for a given class
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Genetically identical eyes
have iris patterns that are
uncorrelated in detail:

Monozygotic Twins B
(18 year-old women)
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Bits in IrisCodes are equally like to be ‘1’ or ‘0’

- This makes them maximum-entropy bitwise.

- If different irises had some common structure,
then this distribution would not be uniform.

When bits from IrisCodes derived from different eyes 
are compared, those comparisons are Bernoulli trials.
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